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1. Motivation

l kNN-MT couples the context representation 
in both translation and retrieval tasks

l Sub-optimal for retrieval 

2. Approach

l Learn adapter via supervised contrastive 
learning with multiple positive and 
negative samples

4. Conclusion
l We propose CLKNN to decouple retrieve 

representation by supervised contrastive 
learning with multiple positive and 
negative samples

l CLKNN uses a simple and effective method 
to construct hard negative samples

l Experimental results show that CLKNN 
improves more than 1 BLEU point than 
vanilla kNN-MT due to better retrieve 
representation

3. Experiment
l SacreBLEU scores [%] on five in-domain 

German-English tasks

l Qualitative analysis on retrieval 
representation

l Quantitative analysis on retrieval 
representation

l Effects of multiple positive/negative 
samples

l Add a simple feedforward network as the 
adapter to transform translation context to 
retrieve context

l Fast construction of hard negative samples

- Explicitly do clustering

- Spend 30 minutes

- Single negative sample

- Natural token label

- Spend 3 minutes

- Multiple negative samples

（Wang et al., ACL22)


